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Abstract—We propose to demonstrate a network slice place-
ment optimization solution based on Deep Reinforcement Learn-
ing (DRL), referred to as Heuristically-controlled DRL, which
uses a heuristic to control the DRL algorithm convergence. The
solution is adapted to realistic networks with large scale and
under non-stationary traffic conditions (namely, the network
load). We demonstrate the applicability of the proposed solution
and its higher and stable performance over a non-controlled
DRL-based solution. Demonstration scenarios include full online
learning with multiple volatile network slice placement request
arrivals.

Index Terms—Network Slicing, Deep Reinforcement Learning,
Placement, Optimization.

I. CONTEXT AND MOTIVATION

The big promise of Network Slicing is to enable a high level
of service customization in 5G networks and beyond. With the
adoption of Network Slicing, telecommunications networks
will become programmable platforms capable of offering vir-
tual networks enriched by Virtual Network Functions (VNFs)
and IT resources tailored to the specific needs of certain
customers [1], [2]. This paper is motivated by the management
issues raised by Network Slicing and more specifically by
network slice placement.

It is well known in the technical literature that network
slice placement is an NP-hard optimization problem [3] that
consists of choosing which servers of the Physical Substrate
Network (PSN) should host the VNFs composing a Network
Slice and which paths to use to steer traffic between these
VNFs [4]. Some papers about network slice placement have
recently used Deep Reinforcement Learning (DRL) in order to
solve this problem in a scalable way [5], [6]. However, most
of these existing works applying DRL assume a stationary
environment, i.e., with a static network load.

In real networks, traffic conditions are basically non-
stationary with daily and weekly variations and subject to
drastic changes like traffic peaks due to unpredictable events.
This generates difficulties for the DRL algorithm to properly
learn the environment to place slices. As a matter of fact,
the continuously changing network environment and policies
may not be aligned with the algorithm previously acquired
knowledge to find optimal solutions.

This paper describes the Proof-of-Concept (PoC) of a de-
tailed paper to be presented at [7]. It presents a demonstration
of the controlled DRL-based network slice placement. We
give in the present document an insight into our Heuristically

Assisted DRL (HA-DRL) approach to network slice placement
tailored to cope with the traffic changes. The proposed demon-
stration specifically addresses a large scale network scenario
in which we apply HA-DRL in a fully online learning mode
with time-varying network loads to show its advantages over
a state-of-the-art pure-DRL approach.

The paper is organized as follows. First, we highlight the
objectives in Section II-A. Then, we present the solution
architecture in Section II-B and detail its implementation
in Section II-C. The planned demonstration is described in
Section III. We conclude the paper in Section IV.

II. SLICE PLACEMENT UNDER REALISTIC NETWORK
LOAD CONDITIONS: POC ARCHITECTURE

A. Objective and Overview

The objective of this PoC is to show how the proposed
network slice placement algorithm presented in the associate
full paper [7] is running. We precisely analyse the capacity of
this solution to providing accurate placement decisions with
small execution time and to achieve a high slice acceptance
ratio in an online optimization environment, where Network
Slice Placement Requests (NSPRs) are not known in advance
and their demands are volatile; slices requests arrive with a
random rate and slices stay in the PSN for a random duration.

We evaluate four different placement algorithms fully de-
scribed in [7]:

• DRL: It is the pure-DRL algorithm we initially proposed
in [6]. The state representation does not include network
load features and it does not use heuristic convergence
control;

• eDRL: This algorithm is an enhanced version of DRL
in which the state representation includes network load
features. But, this algorithm does not use heuristic con-
vergence control;

• HA-DRL: This algorithm uses heuristic convergence
control but the state representation does not include
network load features;

• HA-eDRL: This algorithm state representation includes
the network load features and uses heuristic convergence
control.

All algorithms are designed to optimize network slice
acceptance ratio, resource consumption and load balancing
under constrained PSN capacities (CPU/RAM hosting nodes



Fig. 1. Proof-of-Concept Architecture: Optimal Network Slice Placement Under Non-stationary Traffic Conditions

capacities and bandwidth capacities on the links) and NSPR
requirements (CPU/RAM VNFs requirements, bandwidth and
requirements on the virtual links).

B. Proof-of-Concept Architecture Description

The architecture of our Network Slice Placement scheme is
given in the Fig. 1. The NSPR generator is used to generate
NSPR arrivals according to a specific network load regime.
The PSN database stores the data about the available resources
of the PSN. NSPR requirements and PSN available resources
data are used as input by the Placement module. This latter
implements the DRL-based algorithms and also the Power of
Two Choices (P2C) heuristic algorithm [8] used by HA-DRL
and HA-eDRL algorithms to accelerate convergence.

Both algorithms calculate: i) a VNF placement decision,
that is, where each VNF of the NSPR is to be placed and ii) a
VNF chaining decision, that is, which paths in the network to
use to interconnect the different VNFs. The Placement module
can be configured to use one of the Placement algorithms or
both if comparison of Placement solutions is necessary. We
compare the performance of the different algorithms in our
demonstration.

Once the calculation of the Placement decision is done for
one NSPR, an update of the available resources on the PSN is
made and some key performance metrics are registered in the
form of data series; the key metrics are: the acceptance ratio
of network slices and the resource usage. These time series
are used by the Data visualization component to build two
dashboards: an acceptance ratio dashboard and a network load
dashboard. Both dashboards are used to show the performance
of the algorithms according to variations on the network load

in real time. Finally, the graph visualization component is used
to allow the visualisations of the PSN and NSPR graphs.

C. Solution Implementation Description & Used Tools

We have implemented the proposed network slice placement
solution and we describe below the different tools used to
implement its different components:

• Python: We use Python for implementing different ele-
ments of the proposed solution:

1) the PSN database, that is actually represented by a
series of data frames loaded from csv files,

2) the NSPR generator that is actually a function that
receives some parameters representing the CPU,
RAM and bandwidth requirements of the NSPRs
to be generated and also the parameters for the
non-stationary network load model described in the
detailed paper [7],

3) the placement algorithms.
The DRL and eDRL algorithms are built upon an imple-
mentation of the Actor and Critic Deep Neural Networks
(DNNs) using the PyTorch framework. The HA-DRL and
HA-eDRL algorithms are implemented on top of these
DNNs and also of different classes and functions used to
implement the P2C heuristic designed and implemented
from scratch using only default Python packages.

• Neo4j: A Neo4j graph database represents and displays
the PSN graph and the NSPR graph together with its
requirements.

• MySQL: We use the MySQL database manager system
to implement the Key metrics database with one table for



the Acceptance ratio data series and another one for the
Network load data series.

• Grafana: We use the Grafana tool to implement the
Data visualization component in which we represent two
dashboards using the MySQL database of Key metrics as
data-source.

III. PLANNED DEMONSTRATION

We perform an emulation of the network slice placement
decision making process using our implementation.

A. Considered Demonstration Scenarios

We emulate a realistic PSN topology with 21 data centers
(DCs) with different resource capacities.

We consider 15 Edge Data Centers (EDCs) as local DCs
with small resources capacities, 5 Core Data Centers (CDCs)
as regional DCs with medium resource capacities, and 1 Cen-
tral Cloud Platform (CCP) as a national DC with big resource
capacities. We consider 1008 hosting nodes distributed among
these DCs offering IT resources to support the VNFs. See
Fig. 2.

The proposed emulation is meant to demonstrate the de-
ployment of optimized network slice placement decisions
calculated with the different algorithms under a non-stationary
network load scenario. PSN and NSPR are displayed by using
Neo4j in Fig. 2 and Fig. 3, respectively.

Fig. 2. Physical Substrate Network view using the Graph-based Visualization
Component

B. Demonstrated Aspects

We show 3 different aspects in our demonstration:
1) the capacity of the different algorithms to learn optimal

placement solutions under different network load sce-
narios;

2) the capability of both algorithms of sustaining a high
network slice acceptance ratio when we have a critical
network load,

3) how a variation of the number of training phases can
impact the performance of the algorithms.

Fig. 3. View of a Placement Decision using the Graph visualization compo-
nent

IV. CONCLUSION

This paper presents a PoC of a heuristically-controlled DRL
solution for network slice placement capable of coping with
realistic and non-stationary network load conditions. We have
described the implementation of the proposed solution in order
to emphasize its feasibility and its accuracy when considering
network slice placement in realistic non-stationary network
load scenarios. All the results calculated by the placement
algorithm can be easily analyzed thanks to the proposed
visualization components based on Neo4j Graphs and Grafana.
As a future work, we will rely on this PoC to implement a
distributed DRL algorithm for cross-domain slice placement.
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