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Abstract—Distributed R-tree overlays emerged as an alter-
native for efficiently implementing DHT-free publish/subscribe
communication primitives. Overlays using R-tree index stuc-
tures offer logarithmic delivery garantis, guarantee zero false
negatives and considerably reduce the number of false posies.
In this paper we extend the distributed R-trees (DR-trees)
in order to reduce event delivery latency. Our optimizatiors
target both the structural organization of the DR-Trees and
the publication policies. The contribution of the current work
steams in an extensive evaluation of the novel structure ahg
four parameters: latency, load, scalability and the rate of
false positives. The enhanced structure performs better #n
the traditional distributed R-tree in terms of delivery lat ency.
Additionally, it does not alter the performances related to the
scalability, nor the load balancing of the tree, and neitherthe
rate of false positives and negatives filtered by a node.

Index Terms—Publish/subscribe, Distributed R-Trees, Perfor-
mance evaluation, Distributed multiplayer games

I. INTRODUCTION

Publish/Subscribe primitives are efficient communication

Our contribution. In this paper we optimize the DR-tree
overlays in order to meet the requirements of massively dis-
tributed video games such that pertinent information i€kjyi
distributed to all the interested parties without degrgdime
load of nodes neither increasing the number of noisy events.
Our optimizations are twofold. First we target structural
optimization duplicating the virtual links between nodes i
the distributed R-tree. Then we propose novel strategies fo
events dissemination that fully exploit the new added links
The real contribution of the paper steams in the evaluation
of [1] according new criterias and in the extensive evalua-
tion of the performances of our optimized publish/subserib
communication primitive targeting latency. The new stauet
performs better than the traditional distributed R-treéeimms
of latency. Additionally, it does not alter the performasce
related to the structure scalability, the load balancing e
rate of false positives and negatives a node has to filter.

II. RELATED WORK

abstractions very popular in large scale systems where thé’ublish/subscribe systems have received much attentibn an
number of nodes participating to a particular applicatien have been extensively studied in the last few years [2], [3].
limited to a strict subset of the network nodes. Recentll) such systems, consumers spealpscriptions, indicating

publish/subscribe primitives found an interesting aggilem

the type of content that they are interested in, using some

in massively distributed video games where the pertinent iaredicate language. For each incoming messagent), a

formation has to be efficiently distributed to the interdstar-

content-based router matches the message contents against

ties only. In these systems the amount of information a notfte set of subscriptions to identify and route the message to
has to process is critical since nodes have to conserve tHBg set of interested consumers. Therefore, the consumers a
computational power and bandwidth in order to fully satisfghe producers are unaware of each other and the destination
the users expectation. Therefore, communication priestiviS computed dynamically based on the message contents and
targeted to reduce noisy events (false positives or neggtivthe active set of subscriptions.

are highly requested. Publish/Subscribe implemented pn to Traditional content routing systems are usually based on
of distributed R-trees (DR-trees) overlays, first introgitign & fixed infrastructure of reliablerokers that filter and route _
[1], are proven to be efficient communication primitiveseyh Messages on behalf of the producers and the consumers. This
have been designed to offer zero false negatives and red(Réing process is a complex and time-consuming operation,
the number of false positives. Interestingly, they als@iog as it often requires the maintenance of large routing tatutes
logarithmic delivery complexity. These characteristicaken €ach router and the execution of complex filtering algorghm
them appealing for applications like P2P video games whe@9-, [4], [3], [6]) to match each incoming message against
nodes have to process only pertinent information. Howevé¥ery known subscription. The use of summarization tech-
their main drawback is their unbalanced load. That is, nodgislues (e.g., subscription aggregation [7], [8]) allestathose

in charge of the top levels of the overlay have to deal witi§sues, but at the cost of significant control message osedrhe
an important load due to the high traffic they have to proce85 @ loss of routing accuracy. o o

(new subscriptions and events are generally filtered usin(g?zf\nomer approach to content routing is to design it free of
top-down strategy). Therefore, in P2P video games whé goker infrastructure, and organize publishers and coessim
the maintenance of the overlay is performed by the playdfs @ peer-to-peer overlay through which messages flow to
themselve delivery latency of updates and nodes’ load ad8terested parties. Several designs of DHT-based pepeo-
import concerns. The aim of this paper is to improve DR-trg@tiblish/subscribe systems were proposed [9], [10], [1113].[

in order to offer low delivery latency while maintaining the [13], [14], [15]. The main advantage of these approaches

original features related to reduced number of noisy evergstheir scalability, although most of them suffer from two
and load balancing. problems: the loss of accuracy (apparition of false negatir

false positives) and poor latency in scenarios with highrehu
In this paper we are interested in publish/subscribe commu-
nication primitives that meet the massively distributednga

INote that in these systems players are mainly concerned thi
bandwidth and fast reactivity.



requirements: reduce number of noisy events, load balgncoomplex filters expressed as the conjunction of multipleean
and low latency. Hence, for such approaches to be efficieptedicates. Geometrically, these complex filters defing-pol
the overlay on top of which the primitive is implemented musspace rectangles in an Euclidean space. This representatio
avoid false negatives (a registered consumer failing to receiveeaptures well the range filters expressed in most popular
a message it is interested in); minimize the occurrence iiblish/subscribe systems (e.g., [2], [19], [7], [20]).
false positives (a consumer receiving a message that it is not An event specifies a value for each attribute and corresponds
interested in)self-adapt to the dynamic nature of the systemsgeometrically to a point. Without restraining the geneyali
with peers joining, leaving, and failindjalance the load of we illustrate our algorithms on two-dimensional filters -cor
the subscribers in charge of the overlay maintenance amgponding to rectangles in a two-dimensional space. If one
efficiently distribute events to the interested partiesyjute a attribute is undefined, then the corresponding rectangle is
low latency). None of the previously mentioned systems maatbounded in the associated dimension. If an attributeris-co
all these criteria. posed of disjoint ranges, the subscription will be représgn
VBI [16] is a framework to build several containementas multiple rectangles. In that case, we can split the aalgin
based structures (such as R-tree, M-tree, X-tree etc. .e)) ogubscription into several new subscriptions, one per ngiéa
a virtual balanced binary tree. The virtuality of that treéeai or merge the multiple ranges of every attribute to produce a
very important point as it introduces a distinction betw#®n single subscription, at the price of degraded accuracy.
overlay topology and peers organization. VBI [16] distiegu  Many publish/subscribe systems are based on the property
two kind of logical nodes; data nodes -leaves, that stores subscription containment,? which is defined as follows:
objects- and routing nodes -internal nodes-. Each peersisoscription S; contains another subscriptiol; (written
responsible for one data node and one routing node. Eaghd S)) iff any eventm that matchesS; also matchesS;.
routing node maintains sideways routing table containimgsl The containment relationship is transitive and defines tigbar
to particular nodes at the same level and an upside tabigler. Geometrically, subscription containment corresisdo
that contains links to its ancestors. Those extra routibieta the enclosure relationships between the poly-space mgetan
are used to balance load amongst peers using as muchaggen organizing the peers based on the containment relation
possible horizontal routing. The fixed degree of the logicghip of their subscriptions, only the peers that are intetes
tree and the way it is mapped on peers are the two of thean event will participate in the matching and forwarding
main conceptual differences with our approach. Moreover VBrocedure. In this way, events can be quickly disseminated
mainly targets fair load balance while our approach mainlyithout incurring significant filtering cost.
target low delivery latency. Our structure is more spezéli
as it's dedicated to use spatial filters as a publish/sulsscri IV. R-TREESOVERLAYS
underlayer. ) ) . o
In massively distributed video games the most popular'n t_h|s section we reca_ll the_z main caracteristics of the R-
publish/subscribe system is Mercury having a similar desig "ee index structure and its distributed version.
with [15]. Mercury [17] is a peer-to-peer DHT supporting ]
multi-attribute range-queries and explicit load balagcom A. R-Trees index structures
top of which a First Person Shooter (FPS) dedicated pub-R.trees were first introduced in [21]. An R-tree is a height-
lish/subscribe has been built and used in Caduceus [17] &ifanced tree handling objects whose representation can be
Colyseus [18]. Subscriptions are mapped on range queriggeymscribed in a poly-space rectangle. Each leaf-node in

public_ations_on classic DHput() operat!on and e_ach at_tributethe tree is an array of pointers to spatial objects. An R-isee
to a dimension. Mercury creates one ring per dimension; eagharacterized by the following properties:

peer belongs to several rings. It doesn’t scale with dintansi
number however it performs well in systems with moderated *
number of dimensions. Each peer knows for each ring its
predecessor, its successor and hasng links obtained by
lazy random-walk.k may vary from one peer to another,
from one node to another and from one ring to another. On
publication, an event is inserted in each ring where it igedu
according to the corresponding attribute (resp. dimension
Under the assumption of uniform node’s ranges on each ring,
Mercury route any event i®((log?n)/k). Due to the ring-
overlay design nodes in Mercury have to process both false
positives and negatives.

Every non-leaf node has a maximum &f and at least

m entries wheren < M /2, except for the root.

o The minimum number of entries in the root node is two,
unless it is a leaf node. In this case, it may contain zero
or one entry.

« Each entry in a non-leaf node is representedhyi(p),

where the mbr is the minimum bounding rectangle

(MBR) that encloses the MBRs of its child node and

p is the pointer to the child node. Each entry in a leaf

node is represented bynpr,oid), where thembr is the

MBR that spatially encloses the object anill is the

pointer to the object.

[1l. PUBLISH/SUBSCRIBE MODEL « All the leaf nodes are at the same level.

We consider a distributed dynamic system where publisherss The height of an R-tree containingV objects is
and subscribers are organized in a broker-free overlayryEve [logm(N)] — 1. o
peer in the overlay may have three roles: publisher/suscri  * The worst space utilization for each node except the root
and router. Also, the peers may participate in the event IS m/M.
dissemination, i.e., the event matching and forwardinggese In a classical R-tree structure, the actual objects are only
is completely distributed among the peers in the system. stored in the leaves of the tree and the internal nodes only
In the following we borrow the model proposed in [11]maintain MBRs.
[14], [1]. We assume that an event contains a setaif
tributes with associated values. In this work we consider 2The termcovering is also commonly used in the literature.



B. Distributed R-tree Overlay V. OPTIMIZED DISTRIBUTED R-TREE

Distributed R-trees (DR-trees) introduced in [1] exterfis t  |n this section we detail the optimizations we propose for
R-Tree index structures where subscribers are self-azgénithe classical DR-trees described in Section IV. We address

in a balanced virtual tree overlay based on the semantie refth the topological extensions and publishing strategies
tions between their subscriptions. We consider that eateh fil

is a rectangle which can be represented by using coordinafeslopological extensions

in a two dimensional space. The overlay preserves the B-tree|, order to reduce the delivery time of published events and
index structure features: bounded degree per node andhsegignce the latency of events distribution we have added links
time logarithmic in the size of the network. Moreover, thegy the communication graph improving thus the connectivity
proposed overlay copes with the dynamism of the system.qf the corresponding DR-Tree. We propose tree extensions by
) adding links between peers based on the different relations
between the nodes they hold, which are the following:
Brothers Connections:If two peers hold nodes which are
brothers, i.e., have the same father node, a link between the
is added to the communication graph. The brother relation is
symmetric, transitive and non-reflexive. We could havedihk
all brothers in a ring or multi-ring structure. However, the
sake of efficiency, we have chosen a crossbar to keep brothers
relation. This structure offers the maximal performance in
@ terms of latency since messages within the brother set are
routed in one hop.
OHONOHO (p7) Root Link Connections: In this extension, all peers of the
communication graph have a link to the peer that holds the
@ @ @ root node of the DR-Tree.

Ancestors ConnectionsA node is the ancestor of another
node if and only if the former is the father of the latter
or the father of an ancestor of the latter. In this extension,
we consider thus that every subscriber is aware of all of its
Fig. 1: Nodes distribution and resulting overlay angestors. Links are added to the communication graphgo thi

end.

Each leave (subscriber) of the DR-Tree is assigned to a p e bublishing strateai
of the overlay. Furthermore, some peers can be responsible g stralegies
for both leaves and internal nodes of the DR-tree. Thusgesinc We denote that a local everig an event that has been
an internal node keeps information about the MBRs of igublished by the node itself, that an upward everdn event
children, a peer filters for every internal node that it holdéat a node has received from one of its children, and that
the events for the respective internal node’s subtree. Somgownward evenis an event that a node has received from
subscribers are responsible for both leaves and internis ob its father. A publishing strategy thus defines the traffiesyl
the DR-tree. The choice of which subscriber are promoted t6., the routes that local, upward and downward eventslghou
be responsible to internal nodes are discussed in [1]. Eijar take.
shows an example of a DR-Tree and a possible assignmenthe containment relation between MBRs entails the filter-
of subscribers to peers: subscriptidh. .. Sy are distributed ing in both directions. Therefore, in the classical DR-4rfH,
among peerl...p9. Each peer holds exactly one leaf othe publishing strategy, denoted in the sedDelible Wave
the DR-Tree and a dotted cloud emphasizes that the sagh@tegy, consists in forwarding the local event produced by
subscriber can be both a leave and an internal node. BPonode both to its interested children and its father. Furthe
instancepl is responsible for subscriptia$y, which appears every internal node which receives an upward event from one
in different levels of the tree including the root whilg is of its children adopts the same strategy: it forwards theeve
responsible forSs which is just a leave. How nodes of ato its interested children and its father. Note that Brauble
DR-tree are distributed amongst peers of the overlay dependave publishing strategy was only described in [1]. The
on node join/leave and split algorithms which are describ&imulations were conducted based on a simplified strategy:
in [1]. publication via the root node.

The communication graph related to the DR-tree of Fig- In the following we introduce three new publishing strate-
ure la, which expresses the communication links betwegies which exploit the addition links that characterize the
the subscribers/peers, is shown in Figure 1b. Two peers twpological extensions described above.
neighbors in the communication graph if and only if they Brothers wave strategy: brother links are used to ex-
hold nodes that are neighbors in the DR-tree, i.e., a nodepisit “tree-locality” of a publication. The idea as follows
neighbor of its children and father nodes. For instapteand events that interest a node might also interest its brothers
p3 are neighbors in the communication graph becatisés as well. Therefore, the publication strategy is the follogyi
responsible folS; andp3 is responsible fos; and the former local events are forwarded to publisher’s interested lemsth
is the father of the latter. children, and father; upward events are also forwardedeo th

It is worth pointing out that in our approach, discussed ireceiver’s interested brothers and father (if the receemot
the following, links are added to the communication graph bthe root); downward events are forwarded to the interested
the logical structure of the DR-tree is kept unchanged.  children.

Pl p2 p3 pa pP5s  p6  p7 P8 po
(a) DR-tree

(b) Communication graph



Root link wave strategy: Local events are forwarded to the « Burning (very “popular” hotspots): the number of
root peer, then they are sent downward to interested childre  hotspots is equal tbog(1024) = 10 hotspots.

Ancestors wave strategy: ancestor links are used t0 The Cold and Warm hotspot distributions respectively
maximize messages diffusion parallelization. Local ev@mé model the population distribution of deserted zones of DVE
forwarded to interested children and every ancestors of #[@3] and interested zones of FP'S[24] games. TheHot
publisher; upward and downward events are forwarded d@stribution represents the population distribution ohske
interested children. zones of DVE like towns in MMO-RP@ (World Of Warcraft,

V. PERFORMANCE EVALUATION [25], Dofus [26]) or popular islands ofSecond Life) [27])

hile the Burning one maps the population distribution of

This section presents a set of results aimed at evaluating \#lassive battlefields in MMO-RPG or wide events (concert,
performance of the three new publishing strategies (Breth‘?neeting).

wave, Root link wave and Ancestors wave) compared to thep,pjication pattern: Peers (players) subscribe to the ge-

original one (Double wave). , ographic area where they are located and publish events re-
~ The goal of our optimized DR-trees is to offer a pubpyieq to their positions/movements/actions. However,iiee
lish/subscriber system that exploits locality of subserss o,mes players are usually interested in a small part of the
interests and efficiently disseminates events by adding€Xtame map (zone) and they only interact with entities that
links between peers. They are thus very suitable for mainta re in that zone. Such a behavior thus implies that the

ing the state of distributed multiplayer games since op@di ,pjication zone of a peer corresponds to its zone of interes
DR-Trees provide both filtering of information and low eveniﬁJ

. ; . i-e., a peer publishes just in its own zone of interest. To
delivery latency, which are essential features for thesl kio - experiments, we have then considered that publications
of application. It is worth remembering that in dIStrIbUte‘i:re uniformly randomly distributed in publishers’ subption
multiplayer game, each participating node (player) onlgdse .o
information relevant to his/her associated player. In tindgy, '

- Je, Metrics: As previously explained, our goal in propos-
the optimized DR-tree can be used by the game applicationyigy e\, publishing strategies is to provide low publication

order to update fast the view that each player (node) haof {ijivery latency without unbalancing load, increasingsyoi
game. Based on these arguments, our evaluation performagtgnts’sych as false positives (DR-Tree does not preseet fal
tests characterize the behavior of different distributepliaa- eqatives) or limiting scalability of the system. Hencee th
tions in terms of publication patterns and users iNteré®s, meairics we have used to evaluate the four strategies are:

subscription distributions. . . )
« Latency: the average time (in cycles) elapsed between
A. Smulation environment and parameters the moment an event is published and its delivery to all

Experiments were conducted on top of PeerSim[22], a Java- Subscribers which are interested in it. _
based discrete event simulator. They last 600 cycles where 4 Message loadthis metric concerns both tifan in, the
cycle is a discrete unit of time. Publication frequency wés 0 @verage number of received messages per peerfaand
event per cycle for each peer. Network latency between two OUt, the average number of sent messages per peer.
peers was 1 cycle with a jitter of 0.1 cycle. « False positive the average number of false positives per
We have considered a 2D virtual area fif,1024] x level of the DR-Tree. _
[0,1024] and a network with 1024 peers with one subscriber * Scalability: this metric concerns the delivery latency
per peer. The communication latency distribution between When the number of peers increases.
peers is homogeneous; the impact of heterogeneity and nogleg atency
placement will be investigated in future works. Each peer t the el d time bet th i
(subscriber) has just one zone of interest, whose height and:atency measures the elapsed time between the moment an

width are uniformly randomly distributed betwefh 50], and event takes place and the moment all interested supscaters_
one zone of publication. We denote ttmvering zone of a peer aware of it (€.g. the time elapsed b‘?twee” a bo”.‘b s explosion
the MBR of the uppermost level that it holds and the moment every near player is warned of it; the elapsed

Every non-leaf node of the DR-Tree has a maximum (Bilme between a player kills another one and the moment every

M=8 and a minimum of m=4 entries, except the root whicl'tness szeei thlst;\ctllorg, etc.). luati its for the f
has 2 entries. For the sake of evaluation, nodes can be gjouBe';'lgurf SIOV:S the da?nq(/j eva ga "tj.n re\iu )‘z’ or the four
by level: 0 is the root level, 1 is root’s children level, arm s ublication strategies definéd in Section V. A-axis corre-

on. The level of the leaves is equal to the RTree height Whi?Ronﬂls tt_o tr,:ﬁ r;l:tznberl(cj)f Sﬁbfcr'bters cors;erlned b%a publéca-
is equal to 4 in our experiments. ion. Notice that the colder hotspots are, the lower the remm

Subscription distribution: Most of the massively dis- of interested subscribers is. Y-axis corresponds to theagee

tributed video games present hotspot zones, i.e. “populetl?tg! publication t'n;)el.‘ hes in it i fint i
regions in which a group of peers have similar interests. INCE a peer publiSes In IS respeclive zone ot interest, a

Thus, based on population distributed of existing games, \@H?(“Ctat'?n IS dihvered at Ieasbtl_tohn. TthES' exiebpt forI?met dt
have considered in our experiments four hotspot distidiouti INK S r? eghy Where every pltj. 'Sd ?ven dmtus N t:rs send 1o
configurations for the 1024 peer subscriptions of the syste@je root, whenever an event IS delivered 1o exaclly one peer

) L . the event publisher), the average global publication time
» Cold (no hotspot): subscriptions are uniformly randomiy, o to zero independently of the hotspots distributidne T

distributed. . N . X
. Warm (not very “popular’ hotspots): the number OfRoot Link strategy exhibits a linear behavior regardless of
hotspots is1024/8 = 128. . 3Distributed Virtual Environments
« Hot (“popular” hotspots): the number of hotspots is 4First Person Shooter
v 1024 = 32. 5Massively Multiplayer Online Role Playing Game
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Fig. 2: Average total propagation time versus event pofiular

the publication popularity. In fact, the latency of thisaségy in any case, each strategy’s curve stabilizes around the sam

depends only on the height of the tree since publications ar®ue, which is an interesting result for video games since

systematically sent to the root and then propagated to ta¢ency is always a matter of concern for them. Furthermore,

leaves. However, for the other three strategies, the hitjleer the zone of interest of a player is very likely to change

number of peers concerned by an event, the higher the charmtesng the game but, due to the mentioned stabilizationt suc

that the event will have to be forwarded far from the tha change will probably not affect the game’s reactivity.

publisher and hence routed through more peers. Therefore,

such an event will take more time to be delivered to aft- Message load

interested subscribers. In the previous section we have shown thatcestors,
Ancestors, Brothers and Root Link latency gains are quite Br(_)thers and Root Link strategies provide significant latency

significant for all hotspot distributions compared to Bauble  9ains when compared tbouble wave. In the following we

Wave. In particular,Ancestors strategy is around 35% betterinvestigate two metricsan in and fan out which are related

than Double wave strategy for theBurning distribution, and t0 the node load. For a given peer, both taein and thefan

around 45% better for theold distribution.Ancestors strategy Out are dependent of the following three factors:

is always better than the other strategies because it pizal « peer’s zone of interest

the diffusion of publications. We also observe that below 4 « peer’s routing upward activity

subscribers theRoot link strategy is less efficient than the « peer’s routing downward activity

other ones since the latter benefit from locality of subsicip Note that these factors may have very different order of

which avoids the propagation of publications to the root. Omagnitude according to the publication strategy and thel lev
the other hand, when such a locality decreases, i.e., theé@unmof the peer in the overlay.
of subscribers interested in the event increases, puiolitsat a) Fan in evaluation: Figure 3 shows some results
need to be forwarded to the root, which explains why both thelated to thefan in metric. The X-axis corresponds to the
Root Link and theAncestors strategies present lower deliveryR-Tree levels. The leftmost level is the root, the rightmost
latency compared to the other two since the extra link to theével corresponds to the leaves, and the in-between levels ¢
root allow publications to bypass inner levels. respond to internal nodes. For the Y-axis, each bar repiesen
It is worth pointing out that the curves of Figure 2 could béhe averagedan in of peers at a given level. The standard
roughly interpreted as “the number of hops versus the numbariation offan in for peers at each level is very low.
of reachable nodes in the communication graph” except forWe can observe in Figure 3 that all strategies are roughly
the Root Link strategy. Thus, since the communication grapéquivalent in terms offan in, regardless of the hotspot
is a tree, whose height is majored by the height of the DR-tradistribution. Since DR-tree routing avoids false negatjva
the curves have a logarithmic behavior. The inflexion pofnt geer receives an event either if it is interested in the event
curves corresponds to the tree’s height. Figure 2 shows ais@ome of its children are. In other words, a peer receives
that hotspots distribution has small impact on overalldleye an event only if the latter is in its zone of interest or in
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its covering zone. The closer to the root a peer is, theot does not forward the publications to those childremfro
large its covering zone is and thus the higher the numbshich it receives them.
of upward events it receives which explains why the bars of
Figure 3 decreases when the level increases, indepenaéntly
the hotspots distribution. D. False positive

An interesting remark is that in the case of tBmthers
strategy, the root peefan in is equal to 0 and strictly . . R . e
equivalent to a leaf peer for all hotspot distributions. A i lQUEr iS not interested in i, i.e., if the event is in the pee
children know each other, the root peer is not involved ffovering zone but not in the peer’s zone of interest.

routing events and thus it receives only those events intwhic Figure 5 presents our evaluation results related to false
it is interested. positives. X-axis is the levels of the DR-Tree similarly tet

b) Fan out evaluation: Figure 4 presents some evalufan in andfan out figures. In the Y-axis, e_a}Ch bar corresponds
ation results of thdan out metric. Like to thefan in figure, O the average percentage of false positives for peers éf eac
the X-axis represents the DR-tree levels. In the Y-axisheal€Ve!- As this metric is highly related to ttian in, the standard
bar corresponds to the averaiga out of peers at each level. variation is also very low.

The standard variation dén out for peers of a given level is  All strategies are equivalent in terms of false positivee rat
very low. independently of the hotspots distribution. For a leaf peer
Similarly to thefan in, the closer to the root a peer is, théhe zone of interest and covering zone are equals. Hence, it
higher the number of upward events it has to forward to botRceives only events in which it is interested, i.e., nodals
its father and its children which have interest in them. ~ Positive occurs. However, the closer to the root a peer &, th
Two points are worth remarking with regard to tBeothers ~ Wider its covering zone is and thus the higher the chances tha
Strategy_ Firsﬂy, the internal nodes are S||ght|y moredbxh It rece|V§S events that are In its S:OVe“ng Zone but not In Its
than with other strategies. The explanation comes from tB@ne of interest which leads to higher false positive rates.
“horizontal routing” of such strategy which mostly involve We can also observe in the same figure that the overall
leaves and internal peers in order to reduce the cost of ‘'sveif@lse positive rate decreases with the popularity of thepats
upward propagation. Secondly, as already mentioned in ttigce the number of zones of interest that overlap increases
fan in evaluation, the root peer is not engaged in the routirgg well. The more they overlap, the higher the chances for a
of events. Hence, itfan out is equivalent to a leaf peer for peer to receive events that are in its zone of interest which
any hotspot distribution. thus leads to slightly lower false positive rate.
Finally, we should point out that we observe an increaseA third remark is that in the case of tli&others strategy,
of load on the root node in thBoot Link strategy since the root peer behaves like a leaf peer. As explained in the
root always forwards the publications to all its childrenieth description of this strategy, the root peer only receivemney
are interested in them. Contrarily, in the other stratedies in which it is interested in. Therefore, no false positivears.

An event is considered as a false positive by a peer if the
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E. Scalability

fairness between players and conserve their computational

We have conducted the same set of experiments as the opf@4er and bandwidth.

shown in Figure 2, but with 10,000 peers instead of 1024. Our
results are shown in Figure 6.
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Fig. 6: Total propagation time for 10,000 peers [14]
The shape of the curves is quite similar to those of Figure[gs]
(i.e., similar inflexion points, linear behavior fdRoot Link
strategy and asymptotic behavior for the others). The 10-
times multiplication of peers number results in an increa
of the average latency by 25% for all strategies. Such an
overhead can be explained since latency is closely related t
the communication graph’s height which is majored by D i7]
tree’s one which grows logarithmically with peers number.
The DR-tree we have considered in our experiments has a
degree of (m=4;M=8) which implies that the height of thé&'€!
tree (and therefore the height of the communication graph)
increases when the number of peers grows from 1024 [16]

10,000. [20]

VIl. CONCLUSION

In this article we proposed structural modifications of DR-
Trees by adding shortcut links in their communication graph [21]
order to efficiently disseminates events. Based on thetsesul
of extensive evaluation experiments, our paper shows th@g]
compared to the traditional DR-Tree, our optimized DR-$re
reduce event delivery latency, do not degrade load balgnc
or scalability of the system, and do not entail more falge4]
positives. Furthermore, the same evaluation performassts, t
which characterize both publication pattern and subsoript
distributions of different types of multiplayer games, fiome  [26]
that our optimized DR-tree meet the requirements of diE]
tributed video games, i.e., scalability, low publicatiateincy,
reduction of noisy events, and load balancing. Note thatethe
are essential concerns in distributed games in order totaiain

23]

[25]
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