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My Background

since 2013: CNRS researcher at Sorbonne Université in Paris |8
" great research environment

= great position: 100% research
(student supervision + teaching as much as | like)

2008: “diplom” in Mathematics at the University of Kiel, Germany

2008-2009: Business Consultant with McKinsey & Company
= focus: logistics (post, trains, container ships)
= favorite projects: network optimization
big surprise for me at the time: heuristics and black-box optimization everywhere
2010-2011: PhD in Computer Science at

Max Planck Institute for Informatics and Saarland University
in Saarbriicken

= focus: theoretical aspects of Computer Science
(performance guarantees and complexity statements for black-box optimization)



Black-Box Optimization

= Optimization: Given f:§ - R, find x* € § with f(x*) as large as possible

Evaluations:

= simulations

= physical
experiments
user study

= Black-Box Optimization: [(x,f(x)) Y .’
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Black-Box Optimization

Optimization: Given f:§ - R, find x* € § with f(x*) as large as possible

Evaluations:
Black-Box Optimization: [ (x f(x)) z , e - simulations
v fM) [ < = physical

f(2) experiments
= user study
Key objective: find a good solution x™ for f using as few function evaluations as possible

(yes, we often care only about query complexity, not CPU time or similar)
Applications:

= wherever simulations or experiments are needed to evaluate solution candidates
(e.g., because we do not have an explicit model for the problem)
(biology, engineering, machine learning, artificial intelligence, ...)

= no problem-specific algorithms available
(lack of time, knowledge, other resources, ...)

. privacy concerns
(e.g., cannot give full model to algorithm designer, only evaluations)



Black-box optimization algorithms
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1. How many solution candidates to

? evaluate next?

@ 2. Howtogenerate them?

\ /

(0. f(0) z : -’
/ . f) / «




Black-box optimization algorithms

f(2)

O ™
‘ evaluate next?
p (typically imposed by our resources)

@ 2. Howtogenerate them?
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f:{1,..,10} x {1,...,20} > R
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Dynamic Parameter Settings

= when optimizing black-box problems, we often want to

= explore first: sample in different parts of the domain to obtain a feeling for the global
structure and where to find promising regions

= then exploit: focus on these most promising regions and converge
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Dynamic Parameter Settings

when optimizing black-box problems, we often want to

= explore first: sample in different parts of the domain to obtain a feeling for the global

structure and where to find promising regions
= then exploit: focus on these most promising regions and converge

° ® °
°
° °
o
o °
Key Goal:
° o automated, data-driven
adjustment of the search
°
°
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Dynamic Parameter Settings

= when optimizing black-box problems, we often want to

= explore first: sample in different parts of the domain to obtain a feeling for the global
structure and where to find promising regions

= then exploit: focus on these most promising regions and converge

=  Formally, we ask for an automated adjustment of the distribution from which we sample
the next solution candidate(s

(1, £ ) -
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(x ’f(xt)) h t+1)
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Example: Scheduled Parameter Selection

m

g

picture source: Wikipedia, 04/2021

“Cooling” of Temperature in
Simulated Annealing

Decreasing Mutation Rates
in Evolutionary Algorithms

Choice of Acquisition
Function in Bayesian Opt.

Can be quite efficient.
But:

- requires a well-designed schedule,
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Example: Scheduled Parameter Selection

A

>

il

picture source: Wikipedia, 04/2021

Simulated Annealing

“Cooling” of Temperature in

Decreasing Mutation Rates
in Evolutionary Algorithms

Choice of Acquisition
Function in Bayesian Opt.

Can be quite efficient.
But:

- requires a well-designed schedule,

- suboptimal: does not take into account information obtained during the

optimization process
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Self-Adjusting Parameter Selection

Adjust the (hyper-)parameters during the run, but the update depends on the success of
previous iterations

The (1+1) Evolutionary Algorithm for maximizing f:{0,1}" - R

Initialization:
1. choose x € {0,1}" uniformly at random (u.a.r.)
Optimization: in iteration t = 1,2, ... do

1. ye Mutation(x@ \\variation
2. Iff(y)=fx)
replace x by y \\ selection

y « Mutation(x, p):
y = x, but we invert each bit with probability p
(equivalently: select search radius r ~ Bin(n, p), then sample y at radius r around x)



Self-Adjusting Parameter Selection

Adjust the (hyper-)parameters during the run, but the update depends on the success of
previous iterations

The (1+1) Evolutionary Algorithm with "~ 1-5th success rule”
If 1 out of 5 iterations is successful, then p « Ab*
Initialization: Recommendation: set 4, b such that Ab* = 1
1. choose x € {0,1}" uniformly at random (u.a.r.)
2. initialize p = pjpit
Optimization: in iteration t = 1,2, ... do
1. y « Mutation(x, p)
2. Iff(y) = f(x)
replace x by y \\ selection
replace p by Ap \\ parameter update

3. Iff(y) <f(x)
replace p by bp \\ parameter update
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Self-Adjusting Parameter Selection

Adjust the (hyper-)parameters during the run, but the update depends on the success of
previous iterations

The (1+1) Evolutionary Algorithm with "~ 1-5th success rule”
100
—average mutation strength
== optimal mutation strength
Results for LeadingOnes,
n =500,
10 zoom into LO(x) < 250
Update strengths:A =2,b =1/2
from [Doerr, Wagner, GECCO 2018]
1
0 25 50 75 100 125 150 175 200 225 250 LO(x)
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Self-Adjusting Parameter Selection

Adjust the (hyper-)parameters during the run, but the update depends on the success of

previous iterations

The (1+1) Evolutionary Algorithm with "~ 1-5th success rule”

Expected optimization times of the (1+1) EA
on the n-dimensional LeadingOnes, normalized by n?

p=1/n [ o.86
p*=1.5936../n [ 0.77
p=1/(LO(x)+1) 0.68

(1+1) EA_{A,b}, 1/e success rule || NG 065

0 0.2 0.4 0.6 0.8

proven optimality

on LeadingOnes
[Doerr, Doerr, Lengler.
Algorithmica 2021]
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Self-Adjusting Parameter Selection

Adjust the (hyper-)parameters during the run, but the update depends on the success of
previous iterations

Dynamic Parameter Selection as a Multi-Armed Bandit Problem

I
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Self-Adjusting Parameter Selection

Adjust the (hyper-)parameters during the run, but the update depends on the success of
previous iterations

Dynamic Parameter Selection as a Multi-Armed Bandit Problem

5

r=1 r=2 r=3 r=4 r

B | BN | BN | N

e-greedy reinforcement learning:

= w/probability € chose random expert //exploration
= otherwise chose value with highest confidence //exploitation

After each step, update the confidence values
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Self-Adjusting Parameter Selection

Adjust the (hyper-)parameters during the run, but the update depends on the success of
previous iterations

Dynamic Parameter Selection as a Multi-Armed Bandit Problem

r=1 r=2 r=3 r=4 r=>5
e-greedy reinforcement learning:

= w/probability € chose random expert //exploration

= otherwise chose expert with highest confidence //exploitation

After each step, update the confidence values
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Self-Adjusting Parameter Selection

Adjust the (hyper-)parameters during the run, but the update depends on the success of

previous iterations

Dynamic Parameter Selection as a Multi-Armed Bandit Problem
r=1 r=2 r=3 r=4 r =
Proven optimality on OneMax [Doerr, Doerr, Yang. PPSN 2016] ™ —ell_opt
But: very sensitive with respect to its own hyperparameters! o
And: requires good correlation between y
- progress in solution quality and
- progress in optimization behavior Yo o g soo 1000
- this is not always the case! sl
(which implies that it's hard to measure the reward of an action)
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Dynamic Parameter Selection

So far: we only focused on our specific optimization problem
But:

(((((((((((((((((

Algorithm data sets for the bbob test suite We have a |Ot (A LOT!) Of data
and from benchmarking

...............

‘ How can we make
use of this data to
B select parameters
2 on the fly?
U=

%7 Nevergrad ...;_'_;:;;'QpenML
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Dynamic Parameter Selection

>, My (our ?) dream:
I automated configuration system that combines information from

" previous experiments
= current optimization process
to select hyperparameters for next iteration.
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Dynamic Algorithm and Parameter Selection

My (our ?) dream:

automated configuration system that combines information from
" previous experiments
= current optimization process

to select an algorithm and its hyperparameters for next iteration.

What we have discussed for hyperparameters

also holds for algorithms: one algorithm may be ~ ~ -----

good for certain parts of the problem, another
one better suited for other parts.
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Dynamic Algorithm and Parameter Selection

My (our ?) drea
automated cor

" previou:
= current
to select an alg

What we have discussed fc
also holds for algorithms: c
good for certain parts of tr
one better suited for other

Function Evaluations
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Dynamic Algorithm and Parameter Selection

My (our ?) dream:

automated configuration system that combines information from
" previous experiments
= current optimization process

to select an algorithm and its hyperparameters for next iteration.

Dynamic Algorithm Configuration (André Biedenkapp, H. Furkan Bozkurt,
Theresa Eimer, Frank Hutter, Marius Lindauer. ECAI'20)*:
Find a policy m: 7 X § — 0 that assigns to each (instance, state) pair an algorithm

and its configuration such that the expected cost fj p(i)c(i,m) di is minimized

* see also Automated Dynamic Algorithm Configuration by Steven Adriaensen, André Biedenkapp,
Gresa Shala, Noor Awad, Theresa Eimer, Marius Lindauer, Frank Hutter. arXiv 2022 27



Dynamic Algorithm and Parameter Selection

] T

need: ML and optimization expertise

R d L T 2%

RESA LU LA LARRRRRRRRRR ML Opt N
el e e Which modelsto use, which algorithms to
how to train them, combine, which

how to generalize, etc. components to tune,
how to warmstart, etc.
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Key Challenges for DAC

© N O U A WDN =

From the whole universe of algorithms, which ones to preselect?
For each algorithm, which components to configure?

How to warmstart algorithms?

How to describe the state of an algorithm?

How to characterize the instances and how to measure similarity?
How to generate diverse training instances?

How to assign rewards/loss/total cost to individual actions?

29



Case Study: ELA-based Algorithm Selection

ﬁainin : warm-started | : performance \
Algo 1 . Algo 1
[ default 9 4 3 9 /
algorithm warm-started | ( performance )
algorithm execution Alao 2 > Aldo 2
for B1 steps 9 4 b 9 /
[ problem
Instance feature
extractlon warm-started performance
\ AIgo m Algom J
Application:
4 N\
default
algorithm algorithm execution warm-started performance
g for B1 steps Algo j with of Algo j with
problem ) , parameters 6 parameters 6
instance feature , '
extraction | A ... : 30




Case Study: ELA-based Algorithm Selection

ﬁaining: warm-started | ! performance \
[ default Algo | ’ ) Algo | ’
algorithm ; : warm-started | ( performance )
algorithm execution Algo 2 g Algo 2
for B1 steps 7 g
[ problem
instance y

"

feature
extraction

warm-started
Algo m

m

performance D

Algom

Application:
4

default
algorithm

problem
instance

algorithm execution
for B1 steps

|

y

feature
extraction

warm-started
Algo j with
parameters 6

performance
of Algo j with

parameters 6
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Case Study: DAC using RL (DDQN)

Theory-inspired Parameter Control Benchmarks

for Dynamic Algorithm Configuration
André Biedenkapp Nguyen Dang Martin S. Krejca

University of Freiburg University of St Andrews Sorbonne Université, CNRS, LIP6
Freiburg, Germany St Andrews, United Kingdom Paris, France

Frank Hutter Carola Doerr
University of Freiburg, Germany Sorbonne Université, CNRS, LIP6
Bosch Center for Artificial Intelligence Paris, France

Benchmark Generator:
for given problem size and portfolio of actions,

we know the optimal policy (theoretical results)
and can compare them to the output of agents trained by RL:
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Combining theory, benchmarking, and practice

Theory Benchmarking Practice

-y

I 7 a - €
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different results and different way of looking at things,
approaches help us get a more different questions,
complete understanding different inspiration,...
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Our dream team ©

arola Doerr  AnjaJankovic ElenaRaponi Alexis Robbes  Koenvan derBlom Martin Krejca
(now at Ecole Polytechnique)
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ETH:zurich NN

Honda Research Institute
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POLYTECHNIQUE

@ IP PARIS
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Our team’s main research objectives

develop efficient black-box optimization algorithms

d
A

2. understand which algorithms to choose for which settings

LY depends on
-~ = problem characteristics
= resources (#of evaluations, CPU hours,

06 . 2 o .
” ” ii ii parallelization)

3. make this knowledge and the algorithms available to practitioners

X7 Nevergrad
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Dynamic Algorithm and Parameter Selection

Beautiful dream: automated configuration system that combines
information from

" previous experiments

= current optimization process
to select an algorithm and its hyperparameters for next iteration.

~

/A lot remains to be done!

1.From the whole universe of algorithms, which ones to preselect?

2.For each algorithm, which components to configure?

3.How to warmstart algorithms?

4.How to describe the state of an algorithm? :
5.How to characterize the instances and how to measure similarity? v
6.How to generate diverse training instances? ) !
7.How to assign rewards/loss/total cost to individual actions? haa

Ks.... / \Ao\k‘( Q’Cﬁe\/\'
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