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Abstract

Determinantal polynomial systems are those involving maximal minors of some
given matrix. An important situation where these arise is the computation of
the critical values of a polynomial map restricted to an algebraic set. This leads
directly to a strategy for, among other problems, polynomial optimisation.

Computing Gröbner bases is a classical method for solving polynomial sys-
tems in general. For practical computations, this consists of two main stages.
First, a Gröbner basis is computed with respect to a DRL (degree reverse lexico-
graphic) ordering. Then, a change of ordering algorithm, such as Sparse-FGLM,
designed by Faugère and Mou, is used to find a Gröbner basis of the same sys-
tem but with respect to a lexicographic ordering. The complexity of this latter
step, in terms of the number of arithmetic operations in the ground field, is
O(mD2), where D is the degree of the ideal generated by the input and m is
the number of non-trivial columns of a certain D ×D matrix.

While asymptotic estimates are known for m in the case of generic poly-
nomial systems, thus far, the complexity of Sparse-FGLM was unknown for the
class of determinantal systems.

By assuming Fröberg’s conjecture, thus ensuring that the Hilbert series of
generic determinantal ideals have the necessary structure, we expand the work
of Moreno-Soćıas by detailing the structure of the DRL staircase in the deter-
minantal setting. Then, we study the asymptotics of the quantity m by relating
it to the coefficients of these Hilbert series. Consequently, we arrive at a new
bound on the complexity of the Sparse-FGLM algorithm for generic determinan-
tal systems and, in particular, for generic critical point systems.

We consider the ideal inside the polynomial ring K[x1, . . . , xn], where K
is some infinite field, generated by p generic polynomials of degree d and the
maximal minors of a p×(n−1) polynomial matrix with generic entries of degree
d − 1. Then, in this setting, for the case d = 2 and for n ≫ p we establish an
exact formula for m in terms of n and p. Moreover, for d ≥ 3, we give a tight
asymptotic formula, as n → ∞, for m in terms of n, p and d.
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1. Introduction and preliminaries

Motivation. By the Lagrange multiplier theorem, the local extrema of a polyno-
mial mapping restricted to a real algebraic set are contained in the set of critical
values of the map. Thus, computing these values, and the corresponding min-
imum/critical points where these extrema are reached, leads to a strategy for
polynomial optimisation under some regularity assumptions.

Polynomial optimisation is of principal importance in many areas of en-
gineering and social sciences (including control theory [17, 18], computer vi-
sion [1, 24] and optimal design [7], etc.).

Critical point computations are also a fundamental task in the algorithms
of effective real algebraic geometry. For example, the problems of deciding the
emptiness of the set of real solutions of a polynomial system, counting the num-
ber of connected components of such sets and one block quantifier elimination
can all be accomplished, under some regularity assumptions, by the so-called
critical point method [3, Ch. 7], see also [19, 25].

With K an infinite field, let f = (f1, . . . , fp) ∈ K[x1, . . . , xn] be a sequence
of polynomials of degree d and let V(f) ⊂ Kn be their simultaneous vanishing
set. Define φ1 to be the projection map onto the first coordinate. We denote
by J the Jacobian of (φ1, f),

J :=


1 0 · · · 0

∂f1
∂x1

∂f1
∂x2

· · · ∂f1
∂xn

...
...

. . .
...

∂fp
∂x1

∂fp
∂x2

· · · ∂fp
∂xn

 .

An example of the ideals we consider in this paper is the ideal I defined by f and
the maximal minors of J . By a corollary of the Jacobian criterion [8, Corollary
16.20], when f is a reduced regular sequence and V(f) is smooth, the algebraic
set V(I) is exactly the set of critical points of the projection map φ1 restricted
to the algebraic set V(f).

Throughout this paper, we shall consider generic determinantal systems.
Essentially, for the example of critical point systems, we choose the coefficients
of the polynomials f1, . . . , fp so that they lie inside a non-empty Zariski open

subset of K(n+d
d ) where the results of [12] hold. In particular, the generic systems

we consider satisfy the conditions of the Jacobian criterion so that I encodes
the critical points of φ1 restricted to V(f) [26, Lemma A.2]. Moreover, by [12,
Lemma 2] and [20, Proposition 4.2], I is a zero-dimensional, radical ideal. So,
the quotient algebra K[x1, . . . , xn]/I is a finite dimensional vector space over K.

For the many applications of the critical point method previously discussed,
one wishes to compute a rational parametrisation of this set of critical points. By
our genericity conditions, we shall assume that the ideal I is in shape position,
meaning that for a lexicographic (LEX) ordering with xn as the least variable,
the LEX Gröbner basis has the following structure:

{x1 − g1(xn), . . . , xn−1 − gn−1(xn), gn(xn)},
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where the degree of gn is the degree of the ideal I [4]. A fast method commonly
used in practice, and the one which we shall use, to compute a LEX Gröbner
basis is to first compute a Gröbner basis of I with respect to a degree reverse
lexicographic ordering (DRL). Then, one uses a change of ordering algorithm
to compute another Gröbner basis of I but with respect to a LEX ordering.

Previous works. In [12, Theorem 3], Faugère, Safey El Din and Spaenlehauer
give an upper bound on the number of arithmetic operations necessary for com-
puting a LEX Gröbner basis of a generic determinantal system within the DRL
to LEX framework. They do so by deriving the Hilbert series of such a system,
using results by Conca and Herzog [5, Corollary 1].

Then, based on a result of Bardet, Faugère and Salvy [2, Theorem 7], the au-
thors of [12, Theorem 3] analyse the complexity of the DRL step using Faugère’s
F5 algorithm [9]. Here, and in the whole text, complexity estimates are given
in terms of arithmetic operations in the ground field K. Next, to obtain a LEX
Gröbner basis, since we are in the zero-dimensional case, they use the FGLM
algorithm to perform the change of ordering [10]. The complexity of FGLM is
O(nD3), where D is the degree of the determinantal ideal. In [22, Theorem 2.2],
Nie and Ranestad use the Thom-Porteous-Giambelli formula to prove that this
degree is

D = dp(d− 1)n−p

(
n− 1

p− 1

)
.

In [11], Faugère and Mou proposed another algorithm that solves the change
of ordering step, the Sparse-FGLM algorithm. Under some genericity assump-
tions, Sparse-FGLM relies primarily on the structure of the matrixMn associated
to the linear map of multiplication by xn in the finite dimensional quotient al-
gebra K[x1, . . . , xn]/I. Its complexity is O(mD2 + nD log2 D), where m is the
number of non-trivial columns of the matrix Mn. This number is studied in
the same paper for generic complete intersections using the results of Moreno-
Soćıas [21]. By deriving the asymptotics of the number of non-trivial columns,
as well as by proving that the structure of the matrix Mn is such that it can be
computed free of arithmetic operations, Faugère and Mou demonstrate in [11]
that the complexity of Sparse-FGLM is indeed an improvement of that of FGLM.

Main results. In this paper, under similar genericity assumptions and by assum-
ing a variant of Fröberg’s conjecture [14], we extend the results of [11, 21] to
generic determinantal ideals. We emphasise here that our results hold not only
for critical point systems but indeed for any sufficiently generic determinantal
system. This is made precise in Definition 8.

Firstly, we prove a result on the structure of the DRL staircase, which implies
that the only non-trivial columns of Mn correspond one-to-one with monomials
which, once multiplied by xn, give a leading monomial in the reduced DRL
Gröbner basis. Furthermore, for each such monomial, one can read the entries
of the corresponding non-trivial column from the polynomial in the Gröbner
basis with that leading monomial. This implies the following theorem.
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Theorem 1. Let I be a generic determinantal ideal so that the conditions of
Definition 8 hold. Assume that a reduced and minimal Gröbner basis of I with
respect to a DRL ordering is known. Then, the multiplication matrix Mn can
be constructed without performing any arithmetic operations.

Continuing further, we prove an explicit formula for the number of non-
trivial columns of Mn, which we denote m, in the case of quadratic polynomials
with a large number of variables n compared to the number of polynomials p.
Then, for any choice of degree d ≥ 3 and for n → ∞, we prove asymptotic
formulae for m.

Theorem 2. Let I be a generic determinantal ideal so that the conditions of
Definition 8 hold, and let Mn be the multiplication matrix associated to multi-
plication by xn. Denote by m the number of non-trivial columns of Mn. Then,
for d = 2 and n ≫ p, the number m is equal to:

m =

p−1∑
k=0

(
n− p− 1 + k

k

)(
p

⌊3p/2⌋ − 1− j

)
. (1)

Moreover, for d ≥ 3 and n → ∞, the number m is asymptotically equal to

m ≈ 1√
(n− p)π

√
6

(d− 1)2 − 1
dp(d− 1)n−p

(
n− 2

p− 1

)
. (2)

By [11, Theorem 3.2], and since the ideals we consider are in shape position,
Theorem 2 leads directly to a complexity result for the Sparse-FGLM algorithm.
Therefore, we arrive at an improved upper bound on the complexity of the
change of ordering step for generic determinantal systems.

Theorem 3. Let I be a generic determinantal ideal so that the conditions of
Definition 8 hold. Assume that a reduced and minimal DRL Gröbner basis of
I is known. Then, for d ≥ 3, the arithmetic complexity of computing a LEX
Gröbner basis of I is upper bounded by

O

(
d3p(d− 1)3(n−p)√

(n− p)dπ

(
n− 2

p− 1

)(
n− 1

p− 1

)2
)
.

Hence, the complexity gain of Sparse-FGLM over FGLM for generic determinan-
tal systems is approximately

O
( m

nD

)
≈ O

( √
n− p

n2(d− 1)

)
.

Organisation of the paper. The remainder of the paper consists of: Section 2,
where we define the class of ideals for which our results hold; Section 3, where
we prove our main results; and Section 4, where we test our formula for the
number of non-trivial columns of the matrix Mn for various parameters.
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2. Preliminaries

2.1. Shape position

Let f1, . . . , fp ∈ K[x1, . . . , xn] be polynomials of degree d. Similarly, let
h1,2, . . . , hp,n ∈ K[x1, . . . , xn] be polynomials of degree d− 1. Let I be the ideal
generated by ⟨f1, . . . , fp⟩ and the maximal minors of the following matrix:h1,2 · · · h1,n

...
. . .

hp,2 · · · hp,n

 .

The authors of [20, Proposition 4.2] show that if the coefficients of f1, . . . , fp

and h1,2, . . . , hp,n are chosen in some non-empty Zariski open subsets of K(n+d
d )

and K(n+d−1
d−1 ) respectively, then the ideal I defined above is a zero-dimensional,

radical ideal.
In order to apply the results of [11] to our determinantal ideals, we require

they be in shape position. To ensure this, we add a new indeterminate. For any
λ ∈ Kn, define the ideal

J = I + ⟨y −
n∑

j=1

λjxj⟩ ⊂ K[x1, . . . , xn, y].

Lemma 4. Let K be an infinite field. Then, there exists a non-empty Zariski
open subset O of Kn such that for all λ ∈ O and with y as the least variable in
the LEX ordering, the ideal J is in shape position.

Proof. By [20, Proposition 4.2], the ideal I is radical and zero-dimensional.
Thus, for all λ ∈ Kn, the ideal J is also zero-dimensional and radical. By [16,
Proposition 1.6], [4, Proposition 5] and the genericity of the polynomials defining
I we have that J is in shape position if and only if each of the finitely many
points in the algebraic setV(J), defined by J , has a unique y-coordinate. AsK is
infinite, the finitely many linear equations that give equality of the y coordinate
of any two points inV(J) define a proper Zariski closed subset of Kn. Therefore,
there exists a non-empty Zariski open subset O of Kn such that for all λ ∈ O
the y coordinate of each point in the algebraic set V(J) is unique. Hence, the
ideal J is in shape position.

2.2. Fröberg’s conjecture

As a direct consequence of [5], the authors of [12] further show that under
the same genericity assumptions, the following proposition holds:

Proposition 5 ([12, Proposition 1]). The Hilbert series of K[x1, . . . , xn]/I is

H =
det(P (td−1))

t(d−1)(p−1
2 )

(1− td)p(1− td−1)n−p

(1− t)n

where P (t) is the (p−1)×(p−1) matrix whose (i, j)th entry is
∑

k

(
p−i
k

)(
n−1−j

k

)
tk.
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We shall consider the quotients of the algebra K[x1, . . . , xn]/I by powers
of generic linear forms. By the genericity introduced above, it suffices to con-
sider the quotients of A = K[x1, . . . , xn, y]/J by powers of y. Thus, denote by
HQe the Hilbert series of A/⟨ye⟩, for e ≥ 1. In order to control the shape of
this Hilbert series, we rely on a variant of Fröberg’s conjecture given in [13,
Lemma 14]. First, however, a definition.

Definition 6. For a series S =
∑

k akt
k, we define[∑

k

akt
k

]
+

to be the series S truncated at the first non-positive coefficient.

Lemma 7 ([13, Lemma 14]). If Fröberg’s conjecture is true, then for all e ≥ 1
we have that

HQe = [(1− te)H]+ .

We remark that in [23], Pardue showed that Moreno-Soćıas’ conjecture [21,
Conjecture 4.2] implies Fröbergs conjecture, as well as a number of other in-
teresting conjectures. Moreover, while these conjectures are usually given in a
homogeneous setting, we shall assume that Lemma 7 holds also in the affine
case.

2.3. Generic determinantal ideals

With the assumption of Fröberg’s conjecture, we define precisely the class
of ideals we consider in this paper.

Definition 8. Let I ⊂ K[x1, . . . , xn] be an ideal with K an infinite field. We
say that I is a generic determinantal ideal if the following three conditions hold:

� the ideal I is in shape position,

� the Hilbert series of K[x1, . . . , xn]/I is given by Proposition 5,

� the conclusion of Lemma 7 holds for the Hilbert series of K[x1, . . . , xn]/I.

By our genericity assumptions, f1, . . . , fp is a reduced, regular sequence
defining a smooth algebraic set V(f1, . . . , fp). By [12, Lemma 6] and [6, Ch. 9,
Sec. 3, Prop. 9], the determinantal ideal defining the critical points of the
projection map onto the first coordinate restricted to V(f1, . . . , fp) satisfies
Proposition 5. Moreover, using the same addition of a new indeterminate as
in Lemma 4, one may assume that such an ideal is in shape position. Thus,
by assuming Fröberg’s conjecture, these generic critical value systems are an
important example of the generic determinantal ideals we consider.
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Remark 9. We note that without the addition of a new indeterminate, generic
critical point systems may not satisfy the conditions of Definition 8. In par-
ticular, if one considers a DRL ordering with xn as the least variable for the
determinantal system defining the critical values of the projection map onto the
xn-axis, then Lemma 7 no longer holds. The consequence of this is that the
results of this paper cannot then be applied to this special case. However, in-
troducing a new indeterminate to be the least variable in the DRL ordering, as
in Lemma 4, rectifies this problem. Therefore, we may assume that all critical
point systems satisfy the conditions of Definition 8.

Furthermore, note that the Hilbert series of K[x1, . . . , xn]/I is equal to the
Hilbert series of K[x1, . . . , xn, y]/J . Therefore, for ease of notation, we shall
assume that the determinantal ideals considered in this paper satisfy Definition 8
without introducing the new indeterminate y.

3. Proofs

Roadmap. Firstly, as in the papers [11, 12, 21], to prove our results we rely
on manipulations of the Hilbert series H from Proposition 5. However, for
our purposes, the form involving the determinant of the matrix P makes this
difficult. Thus, our first step is to express H in a simpler form in Section 3.1.
Then, we show that this Hilbert series is always unimodal in Section 3.2. This
property, along with the assumption of Fröberg’s conjecture, allows us to prove
in Section 3.3 a structure theorem on the generic DRL staircase. This leads to
our first main result, that the multiplication matrix Mn can be constructed for
free. Combining this result with the unimodality property, we show that the
number of non-trivial columns of this matrix, a key parameter of the Sparse-
FGLM algorithm, is equal to the largest coefficient of the seriesH. In Section 3.4,
we conclude the proof of our main results by studying the asymptotics of the
largest coefficient of H.

3.1. Simplification of the Hilbert series

As in the works we wish to generalise [11, 12, 21], our results rely heavily
on the Hilbert series of the generic determinantal ideals we consider. Thus, the
first stage we take is to simplify the form given in Proposition 5. We do so by
expressing the determinant of the binomial matrix in this Hilbert series as a
binomial sum. We start with some general results involving binomial matrices
that will lead to the simplification we want as a special case.

Let A = (aij)i,j≥0 be the infinite Pascal matrix defined by aij =
(
i
j

)
for

j ≤ i and aij = 0 for j > i. The minor of this matrix corresponding to rows
0 ≤ a1 < · · · < an and columns 0 ≤ b1 < · · · < bn will be denoted by

(
a1, . . . , an
b1, . . . , bn

)
=

∣∣∣∣∣∣∣
(
a1

b1

)
· · ·

(
a1

bn

)
...

. . .
...(

an

b1

)
· · ·

(
an

bn

)
∣∣∣∣∣∣∣ .

We recall the following two lemmas from [15].
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Lemma 10 ([15, Lemma 8]). If b1 ̸= 0, then(
a1, . . . , ak
b1, . . . , bk

)
=

a1 · · · ak
b1 · · · bk

(
a1 − 1, . . . , ak − 1

b1 − 1, . . . , bk − 1

)
.

Lemma 11 ([15, Lemma 9]). The following holds(
a, a+ 1, . . . , a+ k − 1

0, b2, . . . , bk

)
=

(
a, a+ 1, . . . , a+ k − 2

b2 − 1, b3 − 1, . . . , bk − 1

)
.

We can now prove the following identity.

Lemma 12. Let S be the k× (k+1) submatrix corresponding to rows a+1, a+
2, . . . , a + k and columns 0, 1, . . . , k. Then, for 0 ≤ l ≤ k, the minors of this
submatrix are equal to(

a+ 1, a+ 2, . . . , a+ k

0, 1, . . . ℓ− 1, ℓ+ 1, . . . , k

)
=

(
a+ k − ℓ

k − ℓ

)
.

Proof. Apply ℓ times Lemma 11 to the minor(
a+ 1, a+ 2, . . . , a+ k

0, 1, . . . ℓ− 1, ℓ+ 1, . . . , k

)
.

The result is the minor (
a+ 1, a+ 2, . . . , a+ k − ℓ

1, . . . , k − ℓ

)
.

Next, apply Lemma 10 to obtain the minor

(a+ 1) · · · (a+ k − ℓ)

1 · · · (k − ℓ)

(
a, . . . , a− 1 + k − ℓ

0, 1, . . . , k − ℓ− 1

)
=

(
a+ k − ℓ

k − ℓ

)(
a, . . . , a− 1 + k − ℓ

0, 1, . . . , k − ℓ− 1

)
.

Finally, apply Lemma 11 another k − ℓ− 2 times until the minor is reduced to
a single entry (

a+ k − ℓ

k − ℓ

)(
a

0

)
=

(
a+ k − ℓ

k − ℓ

)
.

Lemma 13. Let M be the m×m matrix with entries in K[x, y, t] defined by
Mi,j =

∑m
k=0

(
x−i
k

)(
y−j
k

)
tk. Then,

det(M)

t(
m
2 )

=

m∑
k=0

(
x−m− 1 + k

k

)(
y −m− 1 + k

k

)
tk.

Proof. Let A be the m× (m+1) matrix with entries aik =
(
x−i
k−1

)
. Let B be the

(m+ 1)×m matrix with entries Bkj =
(
y−j
k−1

)
tk−1. Observe that M = AB.
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We shall write A[ℓ] to denote the matrix A with the ℓth row removed. Simi-
larly, B[ℓ] denotes the matrix B with the ℓth row removed. By the Cauchy-Binet
formula

det(M) =

m+1∑
ℓ=1

det(A[ℓ]) det(B[ℓ]).

We begin with the matrix A. Notice that by making 1
2m(m + 1) column

transpositions, one can rearrange A so that it is a submatrix of the Pascal
matrix A. Specifically, one can rearrange the columns of A so that it has rows
x−m, . . . , x−1 and columns 0, . . . ,m ofA. Then, by Lemma 12, the determinant
of the minors of A equals, up to the sign difference from the transpositions,

det(A[ℓ]) = ±
(

x− ℓ

m− ℓ+ 1

)
.

Now, let C be the matrix B with t = 1. Then, note that

det(B[ℓ]) = det(C [ℓ])t(
m
2 )+m−ℓ+1.

In the same way as for the matrix A, by taking the transpose of C and
making 1

2m(m + 1) column transpositions, one can rearrange C so that is has
the form of a submatrix of A. We find that

det(C [ℓ]) = ±
(

y − ℓ

m− ℓ+ 1

)
, and thus det(B[ℓ]) = ±

(
y − ℓ

m− ℓ+ 1

)
t(

m
2 )+m−ℓ+1.

Returning to the Cauchy-Binet formula,

det(M) =

m+1∑
ℓ=1

(
x− ℓ

m− ℓ+ 1

)(
y − ℓ

m− ℓ+ 1

)
t(

m
2 )+m−ℓ+1.

By a change of coordinates, substituting k = m− ℓ+ 1, we arrive at

det(M) =

m∑
k=0

(
x−m− 1 + k

k

)(
y −m− 1 + k

k

)
t(

m
2 )+k.

Corollary 14. The Hilbert series H from Proposition 5 can be expressed as

H =

(
p−1∑
k=0

(
n− p− 1 + k

k

)
tk(d−1)

)
(1− td)p(1− td−1)n−p

(1− t)n
.

Proof. By Proposition 5, we have that

H =
det(P (td−1))

t(d−1)(p−1
2 )

(1− td)p(1− td−1)n−p

(1− t)n

where P (t) is the (p−1)×(p−1) matrix whose (i, j)th entry is
∑

k

(
p−i
k

)(
n−1−j

k

)
tk.

Thus, as the special case of Lemma 13 with m = p− 1, x = p and y = n− 1,

det(P (t))

t(
p−1
2 )

=

p−1∑
k=0

(
n− p− 1 + k

k

)
tk.
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3.2. Unimodality

The Hilbert series of the systems we study are highly structured. In par-
ticular, it was shown in [21, Proposition 2.2] that the Hilbert series of generic
complete intersections are symmetric and so-called unimodal polynomials. As
we transition to more general determinantal ideals, we may lose some of this
structure for certain choices of parameters. However, we show in this section
that our series are always unimodal. This property will then be exploited in the
remaining two parts of Section 3. We begin with the definition of unimodality.

Definition 15. A polynomial
∑n

k=0 akt
k with non-negative coefficients is uni-

modal if there exists an integer N such that

ak+1 ≥ ak for k ≤ N, and ak+1 ≤ ak for k ≥ N.

Unimodality is not necessarily preserved by multiplication. For example, the
polynomial f = 3+t+t2 is unimodal, while its square f2 = 9+6t+7t2+2t3+t4

is not.

Definition 16. A polynomial f with non-negative coefficients is strongly uni-
modal if, for all unimodal polynomials g, the product fg is unimodal.

Note that a strongly unimodal polynomial is also unimodal. A classical
example of a strongly unimodal polynomial is as follows.

Lemma 17. For any d ∈ N, the polynomial f = 1 + t + · · · + td is strongly
unimodal.

Proof. Let g =
∑n

k=0 akt
k be a unimodal polynomial with integer N such that

ak+1 ≥ ak for all k ≤ N,

ak+1 ≤ ak for all k ≥ N.

For ease of notation, let ak = 0 if k < 0 or k > n. Let fg =
∑n+d

k=0 bkt
k so

that bk = ak−d + · · ·+ ak. Suppose that there does not exist an integer σ such
that bσ+1 < bσ, then fg is trivially unimodal. On the other hand, suppose such
an index exists and let M be the least integer such that bM+1 < bM . Clearly,
M ≥ N , since the coefficients of g are non-decreasing up to index N . Assume
that for some k, for all ℓ such that M ≤ ℓ < k we have that bℓ+1 ≤ bℓ. Then,
ak−ak−d−1 < 0. Since k+1 ≥ M +1 > N , by the unimodality of g, ak+1 ≤ ak.
Similarly, if k − d ≤ N we have ak−d−1 ≤ ak−d. Hence, by the inductive
assumption, bk+1 − bk = ak+1 − ak−d < ak − ak−d−1 < 0. Alternatively, if
k − d > N , then by unimodality of g we have ak+1 − ak−d < 0. Hence, by
induction, we have that bk+1 < bk for all k ≤ N + d. Thus, fg is a unimodal
polynomial and we conclude that f is a strongly unimodal polynomial.

Unlike unimodality, strong unimodality is preserved by multiplication.

Lemma 18. Let f, g be strongly unimodal polynomials. Then, fg is a strongly
unimodal polynomial.
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Proof. Let h be a unimodal polynomial. Then, since g is strongly unimodal, gh
is a unimodal polynomial. Hence, since f is strongly unimodal, fgh is unimodal
polynomial and so fg is strongly unimodal.

We shall prove that the Hilbert series of a generic determinantal ideal is
unimodal by showing that it is the product of a strongly unimodal polynomial
and a unimodal polynomial.

Lemma 19. Let H be the Hilbert series from Proposition 5, with parameters
n, p, d ∈ N where n > p. Then, H is a unimodal polynomial.

Proof. Firstly, by Corollary 14,

H =

(
p−1∑
k=0

(
n− p− 1 + k

k

)
tk(d−1)

)
(1− td)p(1− td−1)n−p

(1− t)n
.

Our strategy is to show that we can write this polynomial as the product of a
unimodal polynomial and a strongly unimodal polynomial. By the definition of
strongly unimodal, the polynomial H would then be unimodal.

For d > 2, the binomial sum factor

p−1∑
k=0

(
n− p− 1 + k

k

)
tk(d−1)

is not unimodal. However, since we have n ≥ p− 1, the remaining factor of H
always has the following polynomial as a factor:

1− td−1

1− t
= 1 + t+ · · ·+ td−2.

Therefore, we can always multiply this factor into the first binomial sum factor
to get:

p−1∑
k=0

(
n− p− 1 + k

k

)
tk(d−1)(1+t+· · ·+td−2) =

p−1∑
k=0

d−2∑
i=0

(
n− p− 1 + k

k

)
tk(d−1)+i,

which is now a unimodal polynomial as its coefficients are non-decreasing with
no internal zeroes.

Consider the remaining quotient

(1− td)p(1− td−1)n−p−1

(1− t)n−1
.

This polynomial is the product of n− 1 polynomials of the form 1+ t+ · · ·+ tm

for some m ∈ N. By Lemma 17, each of these polynomials is strongly unimodal.
Thus, by Lemma 18, the remaining quotient,

(1− td)p(1− td−1)n−p−1

(1− t)n−1
,

is strongly unimodal. Therefore, since H is the product of a strongly unimodal
polynomial and a unimodal polynomial, H is unimodal.

11



Remark 20. In the context of this paper, by the unimodality of the Hilbert
series H, Definition 6 is equivalent to the definition given in [21, Section 1].

3.3. Staircase structure

In this section, we prove a structure theorem on the DRL staircase for generic
determinantal ideals. Let (g1, . . . , gk) be a reduced and minimal Gröbner basis of
I with respect to a DRL ordering with xn as the least variable. For 1 ≤ i ≤ k,
let ri ∈ M be the leading monomial of gi, where M is set of monomials of
K[x1, . . . , xn]. Then, we shall denote the DRL staircase by

E =

k⋂
i=1

{
r ∈ M | ri ∤ r

}
.

The elements of the staircase give a natural basis for the quotient algebra
K[x1, . . . , xn]/I. Then, for each b ∈ E, the columns of the matrix Mn are
the normal forms of xnb with respect to the DRL Gröbner basis expressed in
terms of the basis E. Then, for each b ∈ E, the construction of the columns
of Mn corresponding to xnb falls into exactly one of following three cases:

1. xnb ∈ E: Then, the corresponding column is sparse, consisting of all
zeroes except one entry with a value of 1 in the row corresponding to xnb.

2. xnb is a leading term of the reduced DRL Gröbner basis: Then, the normal
form is obtained from the polynomial g in the Gröbner basis whose leading
term is xnb.

3. Otherwise, the normal form must be computed.

In the first case, the corresponding column is trivial. In the latter two cases,
the corresponding columns are non-trivial. Usually, and in the case we consider
with generic polynomials, these non-trivial columns are dense. Moreover, con-
structing columns that fall into the first two cases do not require any arithmetic
operations.

We establish in this subsection that, for generic determinantal ideals, only
the first two cases occur. This implies that the number of non-trivial columns
of the matrix Mn is equal to the number of leading monomials of elements of
the reduced DRL Gröbner basis that have positive degree in xn.

To prove this result, we consider the Hilbert series H and used its simplified
form from Corollary 14 as well as the unimodal property of Lemma 19. Another
object we shall use repeatedly is the DRL staircase of I. This is the set of
monomials that are not elements of the initial ideal of I with respect to the
DRL ordering. We illustrate an example here in the case n = d = 3, p = 2.

12



Here, the cubes represent elements of the staircase and the dots are the
leading monomials of the reduced DRL Gröbner basis. We can see that in this
instance, the number of non-trivial columns will be equal to the number of blue
dots, the number of leading monomials of elements of the reduced Gröbner basis
that have positive degree in xn.

We recall the definition of HQe, the Hilbert series of (K[x1, . . . , xn]/I)/⟨xe
n⟩,

for e ≥ 1. For the remainder of the paper, we will assume that Fröberg’s
conjecture is true and so the conclusion of Lemma 7 holds. In particular, this
implies that the degree of the polynomial HQ1 is equal to the degree of the term
of largest coefficient of H, or the first time this happens if there are multiple
terms with the largest coefficient. We shall refer to this degree by Σ. Moreover,
for ease of notation, we shall denote

∆ = (p− 1)(d− 1) + p(d− 1) + (n− p)(d− 2),

so that ∆ equals the degree of H.
Note that the DRL ordering with xn as the least variable is compatible with

these quotients. We recall the following property that can be easily verified:

Lemma 21 ([21, Lemma 1.9]). Let I ∈ K[x1, . . . , xn] be a polynomial ideal and
let {g1, . . . , gk} be a Gröbner basis of I with respect to a DRL ordering with xn

as the least variable. Then, {g1, . . . , gk, xe
n} is a Gröbner basis of I + ⟨xe

n⟩.
Moreover, if {f1, . . . , fk} is additionally a reduced Gröbner basis, then removing
from {g1, . . . , gk, xe

n} all gi such that xe
n divides the leading term of gi gives a

reduced Gröbner basis of I + ⟨xe
n⟩.

This compatibility can be easily seen from the corresponding staircases:

13



Here we see the quotients by x3
3 and x4

3. Adding these monomials to the
Gröbner basis is indicated by the red dots. As in [21], for e ≥ 1 we consider the
eth section

He =
HQe+1 −HQe

te
.

Effectively, we consider the Hilbert series of a cross section of the DRL staircase.

Here we illustrate t3H3 and t4H4. From this example, it is clear that by scaling
these polynomials, by dividing by t3 and t4 respectively, the difference of these
polynomials tells us about how the stairs change as we increase the degree of xn.
To study these sections, we first prove a result restricting the degree they can
have.

Lemma 22. For all e ≥ 1, degHQe+1 − degHQe ∈ {0, 1}.

Proof. Let H =
∑∆

k=0 ak. For a given e, let σ be the degree of HQe. By
Lemma 19, H is unimodal. Therefore, by Lemma 7, we have that:

HQe = a0 + · · ·+ ae−1t
e−1 + (ae − a0)t

e + · · ·+ (aσ − aσ−e)t
σ

Moreover, since H is unimodal, the degree of HQe+1 is at least the degree
of HQe and σ ≥ Σ, where Σ is the degree of HQ1. For the purpose of contra-
diction, suppose that the degree of HQe+1 is at least σ + 2. Then, since σ is
the degree of HQe, we have

HQe =
[
a0 + · · ·+ (aσ − aσ−e)t

σ + (aσ+1 − aσ+1−e)t
σ+1
]
+
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and
HQe+1 = a0 + · · ·+ (aσ+2 − aσ+1−e)t

σ+2.

This implies that

aσ+1 ≤ aσ+1−e,

aσ+2 > aσ+1−e.

Therefore, aσ+1 < aσ+2. This is a contradiction, as aΣ is the largest coefficient
of H and so aσ+1 ≥ aσ+2 by unimodality. Therefore, the degree of HQe+1 is
either σ or σ + 1.

With Lemma 22, we greatly restrict the possible degrees these sections can
have. This allows us to prove a result on the differences of these sections.

We see here that the difference of sections tells us when there are drops in
the staircase as we increase the degree of xn. Note that the three monomials
in the illustration of the difference t3(H4 −H3) correspond to the three leading
monomials in the reduced Gröbner basis that have degree 4 in x3. With the
following lemmas, we show that this correspondence always occurs.

Lemma 23. For all e ≥ 1, the difference of sections He+1 −He is either 0 or
a monomial.

Proof. For a fixed e we need to consider the three quotients HQe, HQe+1 and
HQe+2. Let σ ≥ Σ be the degree of HQe. Then, by Lemma 22, the degree of
HQe+1 is either σ or σ + 1 and the degree of HQe+2 is between σ and σ + 2.
We consider the following four cases and show that the result holds in each:
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� degHQe+1 − degHQe = 0 and degHQe+2 − degHQe+1 = 0. Then, we
have the quotients:

HQe = a0 + · · ·+ ae−1t
e−1 + (ae − a0)t

e + · · ·+ (aσ − aσ−e)t
σ,

HQe+1 = a0 + · · ·+ aet
e + (ae+1 − a0)t

e+1 + · · ·+ (aσ − aσ−e−1)t
σ,

HQe+2 = a0 + · · ·+ ae+1t
e+1 + (ae+2 − a0)t

e+2 + · · ·+ (aσ − aσ−e−2)t
σ.

This gives the sections:

He = a0 + (a1 − a0)t+ · · ·+ (aσ−e−1 − aσ−e−2)t
σ−e−1

+ (aσ−e − aσ−e−1)t
σ−e,

He+1 = a0 + (a1 − a0)t+ · · ·+ (aσ−e−1 − aσ−e−2)t
σ−e−1.

Therefore, the difference is:

He+1 −He = (aσ−e−1 − aσ−e)t
σ−e.

� degHQe+1 − degHQe = 1 and degHQe+2 − degHQe+1 = 0. Then, we
have the quotients:

HQe = a0 + · · ·+ ae−1t
e−1 + (ae − a0)t

e + · · ·+ (aσ − aσ−e)t
σ,

HQe+1 = a0 + · · ·+ aet
e + (ae+1 − a0)t

e+1 + · · ·+ (aσ − aσ−e−1)t
σ

+ (aσ+1 − aσ−e)t
σ+1,

HQe+2 = a0 + · · ·+ ae+1t
e+1 + (ae+2 − a0)t

e+2 + · · ·+ (aσ − aσ−e−2)t
σ

+ (aσ+1 − aσ−e−1)t
σ+1.

This gives the sections:

He = a0 + (a1 − a0)t+ · · ·+ (aσ−e − aσ−e−1)t
σ−e

+ (aσ+1 − aσ−e)t
σ−e+1,

He+1 = a0 + (a1 − a0)t+ · · ·+ (aσ−e − aσ−e−1)t
σ−e.

Therefore, the difference is:

He+1 −He = (aσ−e − aσ+1)t
σ−e+1.

� degHQe+1 − degHQe = 0 and degHQe+2 − degHQe+1 = 1. Then, we
have the quotients:

HQe = a0 + · · ·+ ae−1t
e−1 + (ae − a0)t

e + · · ·+ (aσ − aσ−e)t
σ,

HQe+1 = a0 + · · ·+ aet
e + (ae+1 − a0)t

e+1 + · · ·+ (aσ − aσ−e−1)t
σ,

HQe+2 = a0 + · · ·+ ae+1t
e+1 + (ae+2 − a0)t

e+2 + · · ·+ (aσ − aσ−e−2)t
σ

+ (aσ+1 − aσ−e−1)t
σ+1.
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This gives the sections:

He = a0 + (a1 − a0)t+ · · ·+ (aσ−e−1 − aσ−e−2)t
σ−e−1

+ (aσ−e − aσ−e−1)t
σ−e,

He+1 = a0 + (a1 − a0)t+ · · ·+ (aσ−e−1 − aσ−e−2)t
σ−e−1

+ (aσ+1 − aσ−e−1)t
σ−e.

Therefore, the difference is:

He+1 −He = (aσ+1 − aσ−e)t
σ−e.

� degHQe+1 − degHQe = 1 and degHQe+2 − degHQe+1 = 1. Then, we
have the quotients:

HQe = a0 + · · ·+ ae−1t
e−1 + (ae − a0)t

e + · · ·+ (aσ − aσ−e)t
σ,

HQe+1 = a0 + · · ·+ aet
e + (ae+1 − a0)t

e+1 + · · ·+ (aσ − aσ−e−1)t
σ

+ (aσ+1 − aσ−e)t
σ+1,

HQe+2 = a0 + · · ·+ ae+1t
e+1 + (ae+2 − a0)t

e+2 + . . .

+ (aσ+1 − aσ−e−1)t
σ+1 + (aσ+2 − aσ−e)t

σ+2.

This gives the sections:

He = a0 + (a1 − a0)t+ · · ·+ (aσ−e − aσ−e−1)t
σ−e

+ (aσ+1 − aσ−e)t
σ−e+1,

He+1 = a0 + (a1 − a0)t+ · · ·+ (aσ−e − aσ−e−1)t
σ−e,

+ (aσ+2 − aσ−e)t
σ−e+1.

Therefore, the difference is:

He+1 −He = (aσ+2 − aσ+1)t
σ−e+1.

We now can translate these results to describe the DRL staircase. For all
e ≥ 0, the sections of the staircase will be denoted by

Ee = {xi1
1 · · ·xin−1

n−1 | xi1
1 · · ·xin−1

n−1 x
e
n ∈ E}.

We can now state and prove our structure result.

Proposition 24. For all b ∈ E, either xnb ∈ E or xnb is a leading monomial
in the reduced DRL Gröbner basis of I.

Proof. Let b ∈ E be a monomial of degree δ. Assume that xnb /∈ E. Let b′ ∈ Ee

so that b = b′xe
n. The coefficient of the δth term of a Hilbert series is the number

of monomials of degree δ under the staircase. Thus, b is accounted for in the
δth term of HQe+1. Furthermore, since xe

n | b, b is not accounted for in HQe

17



and so in the section He, b
′ is accounted for (δ−e)th coefficient. However, since

xe+1
n ∤ b, b is still accounted for in the δth term of HQe+2. Therefore, these parts

cancel in the section He+1 and so in the difference He+1 −He, b
′ is accounted

for in the (δ−e)th term. The absolute value of the sum of the coefficients of this
difference gives the number of monomials that are in Ee that are not in Ee+1.
By Lemma 23, He+1 −He is a monomial. Therefore, all monomials that are in
Ee and are not in Ee+1 are of the same degree and so are independent. The
monomial b′ is accounted for in the coefficient of He+1 − He and so xnb is a
leading monomial in the reduced DRL Gröbner basis of I.

Theorem 1. Let I be a generic determinantal ideal so that the conditions of
Definition 8 hold. Assume that a reduced and minimal Gröbner basis of I with
respect to a DRL ordering is known. Then, the multiplication matrix Mn can
be constructed without performing any arithmetic operations.

Proof. Each column of the matrix Mn is the normal form of a monomial xnb
such that b ∈ E. By Lemma 24, either xnb ∈ E, in which case the column is
all zeroes except one entry with a value of 1 in the row corresponding to xnb,
or xnb is a leading term in the reduced DRL Gröbner basis of I. In the latter
case, the normal form is obtained from the DRL Gröbner basis without cost.
Therefore, the multiplication matrix Mn can be constructed for free.

With this structure theorem in tow, we aim to count this number of non-
trivial columns. The following lemma gives a useful classification of this number.

Lemma 25. If Fröberg’s conjecture is true, then the number of non-trivial
columns of Mn is equal to the largest coefficient of H.

Proof. By Theorem 1, we can count the number of non-trivial columns of Mn

by counting the number of leading terms of the DRL Gröbner basis. Lemma 24
implies that this number is equal to the number of monomials b ∈ E such
that xnb /∈ E. Note that this number is also equal to the number of mono-
mials in the section E0, which forms a monomial basis of the quotient algebra
(K[x1, . . . , xn]/I)/⟨xn⟩. The Hilbert series of this algebra is HQ1. Thus, the
number of non-trivial columns of Mn is equal to the sum of the coefficients
of HQ1. Using Fröberg’s conjecture, we can express HQ1 in terms of the coef-
ficients of H:

HQ1 = a0 + (a1 − a0)t+ · · ·+ (aΣ − aΣ−1)t
Σ.

Therefore, the sum of the coefficients of HQ1, and so the number of non-trivial
columns of Mn, equals aΣ, the largest coefficient of H.

3.4. Asymptotics

By [11], the complexity of the Sparse-FGLM algorithm depends linearly on
the number of non-trivial columns of the multiplication matrix Mn, denoted m.
In the previous section, we proved Lemma 25, meaning that we can find this
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number by finding the largest coefficient of the Hilbert series H from Proposi-
tion 5. We consider two cases. Firstly, we suppose that d = 2. This assumption
leads to a simplification of the Hilbert series so that, by Corollary 14 and a
trivial identity, it can be written as

H =

(
p−1∑
k=0

(
n− p− 1 + k

k

)
tk

)
(1 + t)p.

On the other hand, for any d ≥ 2, to find an asymptotic formula for the largest
coefficient of H we will consider the central coefficients of polynomials of the
form (1 + t + · · · + tr)s for some r, s. Therefore, we recall an abridged version
of the following result from [27].

Proposition 26 ([27, Theorem 2]). Let r, s ≥ 1 and choose 0 ≤ k ≤ s1/2. Then,
the (sr + k)th coefficient of the polynomial (1 + t + · · · + tr)s is asymptotically
equal to

1√
sπ

√
6

r2 − 1
rs
(
1 +O

(
k

s

))
.

We can now restate and prove our main result.

Theorem 2. Let I be a generic determinantal ideal so that the conditions of
Definition 8 hold, and let Mn be the multiplication matrix associated to multi-
plication by xn. Denote by m the number of non-trivial columns of Mn. Then,
for d = 2 and n ≫ p, the number m is equal to:

m =

p−1∑
k=0

(
n− p− 1 + k

k

)(
p

⌊3p/2⌋ − 1− j

)
. (1)

Moreover, for d ≥ 3 and n → ∞, the number m is asymptotically equal to

m ≈ 1√
(n− p)π

√
6

(d− 1)2 − 1
dp(d− 1)n−p

(
n− 2

p− 1

)
. (2)

Proof. By Lemma 25, m is equal to the largest coefficient of the Hilbert seriesH.
First, assume that d = 2. Then, the Hilbert series can be written as

H =

(
p−1∑
k=0

(
n− p− 1 + k

k

)
tk

)
(1 + t)p =

p(p−1)∑
k=0

hkt
k.

In this setting, we consider the binomial coefficients:

(1 + t)p =

p∑
k=0

(
p

k

)
tk =

p∑
k=0

akt
k.

We shall prove our first result by finding the degree of the term of H with the
largest coefficient. The number m can then be found by a convolution formula.
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Firstly, note that (1 + t)p is a symmetric unimodal polynomial. Therefore,
its largest coefficient is at the term of degree ⌊p

2⌋. Since this polynomial is
unimodal, we have that

h⌊ 3p
2 ⌋ =

p−1∑
k=0

(
n− 2− k

p− 1− k

)
a⌊ p

2 ⌋+1+k ≤
p−1∑
k=0

(
n− 2− k

p− 1− k

)
a⌊ p

2 ⌋+k = h⌊ 3p
2 ⌋−1.

By Lemma 19, H is unimodal and so the largest coefficient of H is at least
h⌊ 3p

2 ⌋−1. We now show that the previous coefficient of H is also no more than

h⌊ 3p
2 ⌋−1. By unimodality, this shows that h⌊ 3p

2 ⌋−1 is the largest coefficient. We

have that:

h⌊ 3p
2 ⌋−1 =

p−1∑
k=0

(
n− p− 1 + k

k

)(
p

⌊ 3p
2 ⌋ − 1− k

)
and

h⌊ 3p
2 ⌋−2 =

p−1∑
k=0

(
n− p− 1 + k

k

)(
p

⌊ 3p
2 ⌋ − 2− k

)
.

As n → ∞ we can write this as:

h⌊ 3p
2 ⌋−1 =

(
n− 2

p− 1

)(
p

⌊p
2⌋

)
+O(np−2)

and

h⌊ 3p
2 ⌋−2 =

(
n− 2

p− 1

)(
p

⌊p
2⌋ − 1

)
+O(np−2).

Therefore,

h⌊ 3p
2 ⌋−1 − h⌊ 3p

2 ⌋−2 =

(
n− 2

p− 1

)((
p

⌊p
2⌋

)
−
(

p

⌊p
2⌋ − 1

))
+O(np−2)

If p = 1, then H = 1 + t, and so the largest coefficient is indeed h0 = 1.
Otherwise,

(
p

⌊ p
2 ⌋
)
>
(

p
⌊ p

2 ⌋−1

)
and so we have that this difference tends to positive

infinity as n → ∞.
Therefore, for sufficiently large n, the largest coefficient is h⌊ 3p

2 ⌋−1.

Suppose now that d > 2. We return to the Hilbert series form given in
Corollary 14 along with a trivial identity:

H =

(
p−1∑
k=0

(
n− p− 1 + k

k

)
tk(d−1)

)
(1 + t+ · · ·+ td−1)p(1 + t+ · · ·+ td−2)n−p.

Firstly, consider the binomial sum factor. Note that as n → ∞, the dominant
term is the term of highest degree. Specifically, we may write

p−1∑
k=0

(
n− p− 1 + k

k

)
tk(d−1) =

(
n− 2

p− 1

)
t(p−1)(d−1) +O(np−2t(p−2)(d−1)).
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Therefore, since we only consider the largest coefficient of H as n → ∞, we see
that this is equal to the largest coefficient of the polynomial

h =

(
n− 2

p− 1

)
(1 + t+ · · ·+ td−1)p(1 + t+ · · ·+ td−2)n−p.

Thus, we can replace the binomial sum in the expression we consider with just
a binomial coefficient.

For ease of notation, denote the other factors of h by f1 = (1+t+· · ·+td−1)p

and f2 = (1+ t+ · · ·+ td−2)n−p. By [21, Proposition 2.2], these polynomials are
symmetric. In particular, this means that we have ai = a(d−2)(n−p)−i, where

f2 =

(d−2)(n−p)∑
i=0

ait
i.

Then, by Lemma 17 the polynomial f2 is unimodal and so its largest coefficient
is the central one. Therefore, by Proposition 26, the largest coefficient of f2 is
asymptotically equal to

1√
(n− p)π

√
6

(d− 1)2 − 1
(d− 1)n−p.

Also by Proposition 26, since p(d−1)+1 is fixed as n → ∞, the central p(d−1)+1
coefficients of f2 tend to its largest coefficient. Note that for sufficiently large n,
the largest coefficient of the product f1f2 depends only on the central p(d−1)+1
coefficients of f2, since f1 does not depend on n. Therefore, since the sum
of the coefficients of f1 equals dp, as n → ∞, the largest coefficient of H is
asymptotically equal to

1√
(n− p)π

√
6

(d− 1)2 − 1
dp(d− 1)n−p

(
n− 2

p− 1

)
.

We conclude that, for d ≥ 3 and n → ∞, the number of non-trivial columns
of Mn is asymptotically equal to

m ≈ 1√
(n− p)π

√
6

(d− 1)2 − 1
dp(d− 1)n−p

(
n− 2

p− 1

)
.

Theorem 3. Let I be a generic determinantal ideal so that the conditions of
Definition 8 hold. Assume that a reduced and minimal DRL Gröbner basis of
I is known. Then, for d ≥ 3, the arithmetic complexity of computing a LEX
Gröbner basis of I is upper bounded by

O

(
d3p(d− 1)3(n−p)√

(n− p)dπ

(
n− 2

p− 1

)(
n− 1

p− 1

)2
)
.
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Hence, the complexity gain of Sparse-FGLM over FGLM for generic determinan-
tal systems is approximately

O
( m

nD

)
≈ O

( √
n− p

n2(d− 1)

)
.

Proof. Firstly, by Definition 8, we may apply the shape position variant of the
Sparse-FGLM algorithm. Assuming the multiplication matrixMn is constructed,
its complexity is O(mD2 + nD log2(D)), where m is the number of non-trivial
columns of the multiplication matrix Mn and D is the degree of the ideal I [11,
Theorem 3.2]. By Theorem 1, the construction of the matrix Mn requires no
arithmetic operations. Recall that the degree of the ideal I is equal to

D = dp(d− 1)n−p

(
n− 1

p− 1

)
.

Then, for d ≥ 3, by Theorem 2 we have that, as n → ∞,

m ≈ 1√
(n− p)π

√
6

(d− 1)2 − 1
dp(d− 1)n−p

(
n− 2

p− 1

)
.

Since the dominant term of the complexity is O(mD2), substituting the formula
for D and the asymptotics of m gives the complexity result.

The complexity gain is then:

O

(
mD2

nD3

)
= O

( m

nD

)
≈ O

( √
n− p

n2(d− 1)

)
.

4. Experiments

In this section, we test the practical accuracy of our formulae in Theorem 2,
for the number of dense columns of the multiplication matrix Mn. For d = 2 we
use our exact formula (1), while for d ≥ 3 we use the asymptotic formula (2).
The matrix density refers to the number of non-zero entries of Mn divided by
its total number of entries. As seen in Theorem 3, the matrix density gives an
idea of the complexity gain of using Sparse-FGLM over FGLM for the change of
ordering.

Table 1 originates as a cropped version of a table given in [11, Table 2].
In this paper, the authors give the values in the actual column, obtained by
computing the multiplication matrix and calculating exactly the number of non-
zero entries, but the entries in the theoretical and asymptotic columns were
blank. Now, with Theorem 2 we can complete this table, and we put the new
entries in blue. The entries of the theoretical and asymptotic columns are the
values of m/D, approximately the density of non-zero entries, for the varying
parameters. In the theoretical column, the value of m is taken to be the largest
coefficient of the Hilbert series. Then, for the asymptotic column we take m as
in Theorem 2.
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Parameters Degree
D Actual Theoretical Asymptotic

(2, 4, 9) 896 30.17% 30.80% 30.80%
(2, 4, 10) 1344 31.13% 31.77% 31.77%
(2, 4, 11) 1920 31.86% 32.50% 32.50%
(3, 3, 6) 2160 17.52% 18.52% 27.73%
(3, 3, 7) 6480 17.39% 18.31% 26.62%
(3, 3, 8) 18144 17.63% 18.72% 25.50%
(4, 2, 5) 1728 14.46% 15.45% 21.24%
(4, 2, 6) 6480 14.11% 15.13% 19.56%
(5, 2, 5) 6400 11.00% 11.94% 15.47%
(6, 2, 5) 18000 8.80% 9.63% 12.22%

Table 1: Density of multiplication matrix Mn for generic critical point systems

Exceptionally, we consider the generic determinantal ideals defined by two
quartics, and also the generic determinantal ideals defined by four polynomials
of degree 8, with an increasing number of variables n.
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Note that the number of dense columns increases exponentially with n in
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about the same exponent for either the theoretical or the asymptotic in both
examples. On the other hand, the matrix density can have different behaviours
as the number of variables n increases for different degrees d and number of
polynomials p. However, in both examples we see that the asymptotic approxi-
mation of the matrix density is rather inaccurate for small n. But, for moderate
n, the approximation becomes good.
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